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Abstract: The analysis of Hindmarsh-Rose (HR) neural model and its network dynamics under the influence of different stimulus inputs or network topologies are the leading research edge of the structural dynamics of complex networks, but the typical three-variable HR neural model has limitations in describing the complex non-linear features and precise behavior patterns of neuron. Based on an extended HR neural model, its firing patterns and bifurcation behavior with different stimulus are analysed, and how the newly introduced variable affect discharge modes has also been explored. A two-dimensional lattice is constructed to study the mechanism of spiral wave formation and breakup in the neural network, and to explore its network dynamics and synchronous behavior. The obtained results show that the extended HR neural model has more rich and stable firing properties, and it can be observed that there are multimodal phenomena with both spiking and bursting states simultaneously. If the network topology is changed, the formation and breakup of spiral waves can be observed, and the synchronization factor exhibits a monotonically decreasing relationship with the coupling strength and the control parameters of the newly introduced variable, indicating that the changing law of the synchronization properties in the two-dimensional network can reveal the transition mechanism of the chaotic and ordered states of the network. When HR neurons are in spiking state, the system is more prone to spiral waves, and the coupling strength range for spiral waves is wider. The above results provide valuable ideas to explore the modulation of network group behavior and provides useful information for the treatment of epilepsy.
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1. Introduction

Scientific research has shown that the nervous system of an organism is mainly composed of neurons and glia, among which neurons are the basic units of the structure and function of the nervous system [1]. The establishment of neuron theory in 1909 provided strong support for the development of neuroscience, and humans recognized that neurons are the most fundamental way to understand and explore the nervous system [2]. Due to the unique structure of neurons, they have a high degree of asymmetry, which enables them to complete specialized tasks in the process of information transmission and processing [3]. The electrical activity of the nervous system presents complexity, and different discharge modes are switched by applying appropriate external stimuli [4]. The connection of neurons in complex networks helps to achieve different collective behaviors [5].

Pattern dynamics is an important branch in the field of nonlinear science, with the aim of exploring the basic laws of the formation and evolution of patterns that exist together among various systems in the objective world and have universal guiding significance [6]. Previous studies have shown that neurons in the cerebral cortex are mainly composed of excitatory pyramidal neurons and inhibitory interneuron [7]. The two kinds of neurons modulate the individual electrical activity of neurons through different feedback circuits, so as to ensure the normal processing and coding of neural information [8]. So the transmission of neural signals in neural networks is also a research frontier and has practical significance [9]. For neural networks, external excitation in local regions can suppress spatiotemporal chaos and spiral waves in the network [10]. In addition to random boundary values, target waves or pulses can also be generated due to the heterogeneity and parameter diversity of local regions [11]. Some biological experiments have confirmed the presence of spiral waves in the cerebral cortex, which can regulate the collective behavior of neurons [12].

Rich and diverse patterns can be observed in excitable media, and the selection of patterns in spatiotemporal systems is related to self-organizing behavior [13]. Khvahak et al. studied a 2-dimensional network of interacting nephrons by considering a local linear coupling [14]. Weise et al. identified a mechanism for mechanical wave break in the heart muscle by using a reaction-diffusion-mechanics model [15]. Jakubith et al. observed a large variety of spatiotemporal patterns depending on the applied conditions dynamics of reaction-diffusion systems [16]. Sandeep et al. demonstrated the excitation of spiral waves in the context of driven two-dimensional dusty plasma at particle level by using molecular-dynamics simulations [17]. He et al. investigated the spatiotemporal behaviour of the discrete neuron model in single- and two-layer network [18]. Rajeshkanna et al. introduced the fractional-order gene map model and investigated the system’s dynamic behaviors according to system parameters and derivative order [19]. Zhdanov et al. presented the spatiotemporal aspects of the interplay of cancer and the immune system [20]. The research on these spiral wave problems is widely found in various biological system and excitable media, and provides theoretical guidance and support for solving various problems [21].

The electrical activity of the nervous system presents complexity, and the formation and breakup of spiral waves can also be observed by changing external stimuli or network topology [22]. In many cases, spiral waves in the nervous system may be closely related to various diseases, so people attach great importance to spiral wave patterns in neural networks [23]. Shepelev et al. investigated Synchronization of wave structures in a heterogeneous multiplex network of 2D lattices with attractive and repulsive intra-layer coupling [24]. The dynamics of a two-dimensional ensemble of nonlocally coupled van der Pol oscillators is studied by Bukh [25] et al. The elimination of spiral waves is
numerically studied by Étémé et al. in a network of Hindmarsh-Rose neurons in presence of long-range diffusive interactions and external frequency excitations in 2019 [26]. Nayak et al. carried out an extensive numerical study of the dynamics of spiral waves of electrical activation in the presence of periodic deformation in two-dimensional simulation domains [27]. Bukh et al. investigated numerically the spatio-temporal dynamics of a 2D lattice of coupled discrete-time systems with nonlocal interaction [28]. Wu et al. studied the pattern formation induced by gradient field coupling in bi-layer neuronal networks [29]. Yao et al. carried out the impacts of bounded noise and rewiring of network on the formation and instability of spiral waves in small-world network of Hodgkin-Huxley neurons through numerical simulations [30]. Wang et al. analysed the spatiotemporal patterns and collective dynamics of bi-layer coupled Izhikevich neural networks with multi-area channels [31]. Luo et al. proposed a new modified Fitzhugh-Nagumo model and studied the dynamic behaviors of spiral waves in cardiac tissue under fixed or periodic electromagnetic radiation [32].

Hindmarsh and Rose conducted extensive experiments on the visceral ganglia of pond snails, and they proposed a bi-variate neuronal model in experimental observations in 1982 [33]. In the following research, they found that this model could not explain the phenomenon of neuronal bursting discharge, and then they made modifications to the model and obtained the famous HR neuronal model [34]. Due to the rich discharge characteristics of the HR model, a large number of researchers have conducted extensive research on it [35]. Xu et al. investigated the of emergence of target wave and spiral wave in neuronal network induced by gradient coupling in HR neural model [36]. Ma et al. designed a forward feedback neuronal network in chain type and described the local kinetics for each node by HR neuron [37]. Torrealdea et al. deduced an energy function for a HR neuron model and used it to evaluate the energy consumption of the neuron during its signaling activity [38]. In our previous research work, we studied the modes transition and network synchronization in extended HR model driven by mutation of adaptation current under effects of electric field [46]. These studies have done a lot of meaningful work and provided very valuable guidance for computational neuroscience, but there is still a problem that has been ignored in previous studies.

As we all know, the HR neural model can not only facilitate computation, but also generate most of the discharge behaviors exhibited by real biological neurons, such as quiescence, spike discharge, and burst discharge. However, the three-variable HR neuronal model has one clear drawback. When it comes to complex nonlinear problems of neuron or when describing the precise behavior patterns of neurons, the classic three variables HR neuronal model shows certain limitations. Considering the above reasons, the impact of newly introduced variables on their firing patterns and bifurcation have not been analyzed yet. Moreover, the spatiotemporal dynamics in the two-dimensional lattice constructed by extended HR neural model have not been reported, and it is also unclear how the control parameters in the newly introduced variable regulate the formation and breakup mechanism of spiral waves in the two-dimensional lattice network. Therefore, the above issues deserve careful exploration.

In this paper, the firing patterns and bifurcation behavior of the extended HR neural model with different stimulus inputs are analysed firstly. Based on the characteristics of the control parameter in the newly introduced variable, the influence of the control parameter on the discharge modes and bifurcation are discussed, respectively. A two-dimensional lattice is constructed using random boundary functions and no-flow boundary conditions to explore the formation and breakup mechanisms of spiral waves in the neural network, and the mechanism of how the various parameters regulate the synchronization properties of networks is also explored.

The rest of the present paper is organized as follows. In Section 2, the models and methods is
proposed. We give out an extended four-variable HR neuronal model and construct a two-dimensional neural network. Section 3, we analyze the firing patterns and bifurcation of the extended four-variable HR neuronal model. Formation and breakup of the spiral waves and the synchronization factor of the network are investigated. The conclusion is given in Section 4.

2. Models and Methods

2.1. Three-Variable Hindmarsh-Rose Neuronal Model

The classical HR neuron model was proposed by Hindmarsh and Rose in 1982 [33]. This model was simplified to obtain a system of equations including 3 dimensions, and its main modeling objects were derived from snail neurons and thalamic neurons [39]. The three-variable HR neuronal model is described by the equations as follows [40].

\[
\begin{align*}
\frac{dx}{dt} &= y - ax^3 + bx^2 - z + I_{ext}; \\
\frac{dy}{dt} &= c - 5x^2 - y; \\
\frac{dz}{dt} &= r(s(x + 1.56) - z);
\end{align*}
\] (1)

where \(x\) represents the membrane potential of the neuron, \(y\) represents the recovery fast variable, \(z\) is defined as the adaptive slow current, and \(I_{ext}\) indicates the input stimulus [41]. Other parameters are selected as \(a = 1, \ b = 3, \ c = 1, \ r = 0.006\) and \(s = 4\).

2.2. Extended Four-Variable Hindmarsh-Rose Neuronal Model

With the deepening of scientific research, the classic three variable HR neural model has also shown certain flaws 41. For example, it shows certain limitations when it comes to the complex nonlinear problems of neurons or to describe the precise behavioral patterns of neurons 42. In order to solve the above problems, the researchers creatively proposed an improved extended HR neural model, by introducing a new variable \(w\) to describe the slow exchange of calcium ions between the cytoplasm and its storage medium, so as to solve the problem better 43. The extended four-variable HR neuronal model can be described by the following equations 44.

\[
\begin{align*}
\frac{dx}{dt} &= y - ax^3 + bx^2 - z + I_{ext}; \\
\frac{dy}{dt} &= c - 5x^2 - y - (1/k)w; \\
\frac{dz}{dt} &= r(s(x + 1.56) - z); \\
\frac{dw}{dt} &= d(-w + e(y + 0.9));
\end{align*}
\] (2)

where \(d = 0.0002, \ e = 0.88, \ 1/k\) represents the control parameter related to the calcium ion exchange rate, and its commonly used value is \(k = 80\) 45.
2.3 Two-Dimensional Neural Network

A two-dimensional $N \times N$ ($N = 110$) neural network is constructed, and all the neurons are arranged regularly in the way of lattice to form a square network in the two-dimensional plane. The no-flow boundary conditions are considered at the boundary positions of the two-dimensional neural network, and the random functions are applied on the network. The random boundary functions are separately denoted as $x_0 = 0.8\alpha\ln(i) - 0.2\alpha\ln(j) - 3$, $y_0 = -0.8\alpha\ln(i) + 0.2\alpha\ln(j) - 5$, $z_0 = 0.8\alpha\ln(i) - 0.2\alpha\ln(j) - 1$, $u_0 = -0.8\alpha\ln(i) + 0.2\alpha\ln(j) - 5$, where $\alpha$ represents a random number between 0 and 1. The no-flow boundary condition assumes that the values inside and outside the boundary are equal, i.e., the values outside the boundary are set the same as the values within the boundary, so the inflow into the network is zero, therefore it is called no-flows boundary. Since the coupling current in the two-dimensional neural network is zero, the spiral wave production is directly related to the random boundary values. The connectivity method for this network is represented as follows.

$$
\begin{align*}
\frac{dx_{i,j}}{dt} &= y_{i,j} - ax_{i,j}^3 + bx_{i,j}^2 - z_{i,j} + I_{ext,i,j} + D_{i,j}(x_{i,j-1} + x_{i,j+1} + x_{i-1,j} + x_{i+1,j} - 4x_{i,j}); \\
\frac{dy_{i,j}}{dt} &= c - 5x_{i,j}^2 - y_{i,j} - (1/k)w_{i,j}; \\
\frac{dz_{i,j}}{dt} &= p(s(x_{i,j} + 1.56) - z_{i,j}); \\
\frac{dw_{i,j}}{dt} &= d(-w_{i,j} + e(y_{i,j} + 0.9));
\end{align*}
$$

where the subscripts $i$ and $j$ represent the spatial position of the neurons, which can also be called nodes $(i, j)$.

Figure 1. (a) Schematic of neuron coupling connection; (b) Schematic of $N \times N$ two-dimensional lattice.

As it can be seen from Figure 1, any neuron $(i, j)$ is connected to other neurons in four positions, marked as upper $(i-1, j)$, lower $(i+1, j)$, left $(i, j-1)$ and right $(i, j+1)$, and the coupling strength between neurons is $D$.

2.4 Synchronization Factor

The mean-field theory shows that the synchronization factors are generally introduced as the statistics to describe the collective behavior and phase synchronization of the neurons when studying the synchronization dynamics of the collective behavior of a large number of neurons. The
synchronization factor is expressed by $R$, and its specific calculation method is as follows 51.

$$
F = \frac{1}{N^2} \sum_{j=1}^{N} \sum_{i=1}^{N} x_{i,j}
$$

$$
R = \frac{1}{N^2} \sum_{j=1}^{N} \sum_{i=1}^{N} \left( \langle x^2 \rangle_{i,j} - \langle x_{i,j} \rangle^2 \right)
$$

where $N$ represents the number of neurons’ connected nodes in the neural network, and $<>$ represents the statistical mean of a certain computed parameter 57. According to the existing experience, if the synchronization factor is small ($R \rightarrow 0$), the synchronization state of the system is poor. If the synchronization factor tends to 1 ($R \rightarrow 1$), the synchronization state of the system is good 50.

3. Discussion and Analysis

In order to study the discharge modes and bifurcation behavior of extended HR neuronal model under different external input conditions in detail, the Euler method was used to calculate the neuronal membrane potential, and the C++ software was used to build the neural network. The Origin software was used to simulate and quantitatively analyze the generated membrane potential, bifurcation diagram ($ISI$), spiral wave patterns and network synchronization 55.

3.1 Firing patterns and Bifurcation

Select appropriate parameters and set the time step as 0.001 to simulate and analyze the above equations. When the intensity of external input stimulus is changed, the bifurcation of membrane potential of the HR and extended HR neuronal models are shown in Figures 2(a) and 2(b), respectively. The bifurcation diagram is plotted by calculating the Inter-Spike Interval ($ISI$) of membrane potential 57.
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**Figure 2.** Bifurcation of membrane potential under different conditions. (a)$ISI$ verse $I_{ext}$ of HR model; (b)$ISI$ verse $I_{ext}$ of extended HR neural model; (c)$ISI$ verse $k$ of extended HR neural model.

It can be seen from Figures 2(a) and 2(b) that when the intensity of external stimulation current increases, the firing pattern of neuronal model undergoes changes in quiescent state, bursting, spiking, and chaos states, etc. However, it is worth noting that, when the new variable $w$ is introduced into the HR model to describe the slow exchange of calcium ions between the cytoplasm and its storage medium, the discharge patterns of the extended HR neuronal model become more diverse, especially when the current is relatively high. Figure 2(c) shows the bifurcation diagram of the extended HR neuronal model when the control parameter $k$ changes, and it can be clearly seen that the $ISI$ presents...
a stepped shape. When the value of $k$ is less than 10, there are always some smaller values in the time interval of membrane potential, which means there exists bursting states. As the value of $k$ increases, the form of bursting changes, and the $ISI$ also correspondingly increases, showing a stepwise upward trend. If the value of $k$ is greater than 30, the neuron exhibits a spiking discharge pattern. From the above results, it can be concluded that both external current and control parameter $k$ have significant effects on the firing modes of HR neural model.

![Figure 3](image)

**Figure 3.** Membrane potential of extended HR neural model with different external stimulus intensities. With the increase of external stimulation current, one can sequentially observe firing modes such as spiking and period bursting, and the appearance of multimodal discharge can be observed.

If the external current intensity is changed, the extended HR neuronal model also exhibits rich discharge patterns, as shown in Figure 3. Consistent with the $ISI$ image in Figure 2(b), if the intensity of external stimulation is less than 1.4, the extended HR neural model is in quiescent state, which means that the membrane potential of the neuron oscillates attenuatedly under the threshold. During the process of increasing external stimulation current, spiking, period bursting, and fast spiking states can be observed in sequence. Specifically, when the external stimulus current intensity is 3.0, a multimodal presence with both spiking and bursting can also be observed, and the bursting also has various forms.

In order to understand the influence of the control parameter $k$ of the newly introduced variable $w$ on HR neuronal model, the time series of membrane potential under different $k$ values are plotted in Figure 4. It can be seen clearly from Figure 4 that if the value of $k$ is relatively small, the firing patterns of extended HR neuronal model exhibit period-2 bursting state. Increasing the value of $k$ to 5 can observe a slight increase in the interval between peaks. Continuing to increase the value of $k$, it can be observed that both spiking and bursting can be observed simultaneously, which is a multimodal phenomenon. For the classic three-variable HR neuronal model, multimodal existence cannot be observed in this case.
Figure 4. Membrane potential of extended HR neural model with different parameter $k$. The control parameter $k$ has a significant impact on the neuronal discharge modes, and an increase in $k$ leads to the loss of bursting state and ultimately evolve into spiking state, one can observe multimodal phenomenon when the appropriate $k$ value is selected.

Figure 5. Time series of variables of extended HR neural model. The newly introduced variable $w$ is used to describe the slow exchange of calcium ions between the cytoplasm and its storage medium, it exhibits a trend of oscillation attenuation over time.

In order to further investigate the impact of the newly introduced variable (i.e., the control parameter $k$) on the firing patterns of the extended HR neural model, the relationship between the four variables is plotted in Figure 5. It can be clearly seen from Figure 5 that the extended HR neural model is in spiking state, and the rate of change of variable $y$ is very fast, assuming the role of rapid recovery of current. The variation of variable $z$ is relatively slow, playing a role in slow recovery current. The newly introduced variable $w$ is used to describe the slow exchange of calcium ions between the cytoplasm and its storage medium, it exhibits a trend of oscillation attenuation over time.
Figure 6. Phase diagram of variables of extended HR neural model. (a)-(f): $I_{ext} = 1.3, 1.4, 2.0, 3.0, 5.0, 10.0$. As the external current intensity increases, spiking, period-2 bursting, and period-4 bursting can be observed in sequence. Relatively high current intensity can lead to fast spiking patterns.

The phase diagram of variables $x$, $y$ and $z$ of extended HR neural model is plotted in Figure 6 for the sake of further exploring the characteristics of its firing patterns. When the intensity of external stimulation current is less than 1.4, the membrane potential oscillates under the threshold, and the amplitude of oscillation gradually decreases. Therefore, the phase diagram we see is an unclosed curve, presenting a continuous circular shape with gradually decreasing radius. In the following figures (for $I_{ext} = 1.4, 2.0$ and $3.0$), spiking, period-2 bursting, and period-4 bursting can be observed in sequence. By further increasing the intensity of external stimulation current, the discharge mode evolves into spiking, and as the current intensity increases, the firing frequency increases.

3.2 Formation and breakup of the spiral waves

As is well known, spiral waves have been observed in both excitable and general media. In order to understand the mechanism how the spiral waves are generated in extended HR neuronal system, Figure 7 shows the development of spiral waves induced by random values of boundary at different external stimulus intensities with coupling strength $D = 0.5$. The observation time is scheduled to be 20000 unit times, the observed spiral wave pattern is basically consistent with what is expected. If the external stimulation current intensity is less than 1.3, most of the neurons are in resting states. Due to the induced effect of random boundaries, only a few neurons appear membrane potential oscillation on the boundary of the two-dimensional network.

Continuing to increase the external stimulus intensities, it can be observed that the change in external stimulus intensities has a significant modulation effect on the induction of spiral waves, resulting in multiple sets of spiral waves. The mechanism is that the induced traveling waves will be interrupted at the boundary during propagation due to the differences in the strength of random boundary effects in adjacent different regions, thereby inducing new spiral waves. Figures 7(a)-(d) tell us the potential mechanism of how spiral waves are generated, that is, the forward propagating traveling waves originate from the four boundaries of a two-dimensional network, and then collide in the central region of the network, allowing for the observation of rich spiral wave patterns. In Figure
7(d), the two-dimensional network is occupied by spiral waves, with the centers of the four sets of spiral waves approaching the four corners of the two-dimensional network, and the center of the network becoming the squeezed area.

As the external stimulus intensities increases, this interaction further increases, and the spiral wave pairs and spiral wave seeds in the network disappear, as shown in Figure 7(e). However, symmetric spiral wave pairs originating from four angles of the network were observed in Figure 7(f), and then they disappear again if the external stimulation current intensity are 2.0, 2.1, and 2.2, respectively. In Figure 7(j), it can be observed that two colliding spiral waves are entangled together. The main reason is that increasing the external stimulus intensities increases the number of peaks in neuronal bursting discharge, thickens the spiral wave arm, and increases the size of spiral waves, finally the number is correspondingly smaller. In this way, individual spiral waves can be seen in the two-dimensional network. So it can be concluded that selecting the appropriate external stimulus intensities can result in a single spiral wave, and usually multiple spiral waves and spiral wave pairs interact to cause regular or irregular patterns to appear repeatedly in the system.

Figure 7. Development of spiral wave induced by random values of boundary at different external stimulus intensities with $D = 0.5$ at $t = 20000$ time units. (a)-(l): $I_{\text{ext}} = 1.3, 1.5, 1.6, 1.8, 1.9, 2.0, 2.1, 2.2, 2.3, 2.4, 2.5, 2.8$. The forward propagating traveling waves originate from the four boundaries of a two-dimensional lattice, and then collide in the central region of the network, allowing for the observation of rich spiral wave patterns.

As shown in Figure 8, the formation and breakup of spiral waves can also be observed when the coupling strength between adjacent neurons changes. Here, the stimulus current is chosen as $I_{\text{ext}} = 1.3$ under the threshold and the system rely on the interaction of random boundaries to excite spiral waves. When the coupling strength is selected as $D = 0.1$, a large number of neurons are in quiescent state, and the entire network has neither spiral wave seeds nor spiral waves. As the coupling strength increases, spiral wave pairs and double-armed spiral wave seeds begin to appear in the two-dimensional network. However, no matter how the coupling strength changes, a separate spiral wave pattern cannot be observed in the network. The mechanism behind this phenomenon is related to the firing patterns of neurons. That is, if the number of spiking discharges in neurons is small, the wave arm of the spiral wave is thinner, so the size of the spiral wave is small while the number is large, and there is no single spiral wave in the system. These results indicate that the probability of a single spiral wave appearing in the system is relatively low, and the probability of a small spiral wave appearing is
relatively high. These results are consistent with the experimental observations.

**Figure 8.** The development of spiral wave induced by random values of boundary at different coupling intensities $D$ with $I_{ext} = 1.3$ at $t = 20000$ time units. (a)-(i) $D = 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0, 1.1, 1.2$. By changing the coupling strength between neurons, neurons below the threshold can be stimulated to start firing, thereby inducing the generation of spiral waves.

**Figure 9.** Development of spiral wave induced by random values of boundary at different coupling intensities $D$ with $I_{ext} = 2.8$ at $t = 20000$ time units. (a)-(i) $D = 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0, 1.1$. No matter how the coupling strength is changed, only circular or annular waves appear, and the wave heads of these circular waves are also constantly changing.

When a larger stimulus current $I_{ext} = 2.8$ is selected, one can observe completely different results, as shown in Figure 9. It is surprised to find that only chaotic states and single spiral waves appear in case of $I = 2.8$ no matter how the coupling strength is changed, and spiral wave seeds cannot be observed. If strictly speaking, these spatiotemporal patterns cannot be called spiral waves, a more suitable term would be circular or annular waves. Due to the interaction of random boundaries, the system exhibits
planar waves, irregular curved waves, and other patterns. However, this circular wave is unstable and can vary with time and random boundaries. Previous studies have shown that when neurons are in spiking state, the system is more prone to spiral waves, and the coupling strength range for spiral waves is wider. When neurons are in period-2 bursting or other states, the system can only generate spiral waves when the initial phase distribution of neurons is relatively uniform.

The influence of the change in control parameter $k$ on the spiral wave in the two-dimensional network is also worth studying, as shown in Figure 10. As $1/k$ represents the parameter related to the calcium ion exchange rate, therefore it affects the fast variable $y$ by changing the newly introduced variable $w$, and ultimately regulates the membrane potential of neuron. Under the selected parameter conditions, the change in the value of $k$ has a certain impact on the formation of spiral waves in two-dimensional networks, but this effect is relatively limited. When the value of $k$ is greater than 60, obvious spiral wave arms can be observed in the four corners of the two-dimensional lattice, and the direction of rotation of its wave head is also changing. In all cases, the lattice can only generate wavelets, ultimately forming a square wave propagating towards the center, known as an anti-target wave or circular waves. It can be inferred that the neurons are in period-2 bursting state at this time from this phenomenon.

**Figure 10.** Development of spiral wave induced by random values of boundary at different control parameter $k$ with $D = 0.5, I_{ext} = 1.9$ at $t = 20000$ time units. (a)-(h) $k = 10, 20, 30, 50, 55, 60, 90, 100$.

The change in the value of control parameter $k$ has a certain impact on the formation of spiral waves in two-dimensional networks, and if the value of control parameter $k$ is greater than 60, the spatiotemporal pattern of the system does not change much.

### 3.3 Synchronization factor of the network

In order to detect the collective behavior of neurons in the two-dimensional network, the synchronization factor $R$ are calculated in Figures 11-13. As is known to all that the synchronization factor of the network in a uniform state is relatively high. If the network presents an ordered state, the synchronization factor is small. The distribution of synchronization factors can effectively distinguish the generation types of different target waves.

It can be clearly observed that as the control parameter $k$ and coupling intensity $D$ increase, the synchronization factor $R$ shows a monotonic decreasing trend, suggesting that relatively smaller values of $k$ and $D$ correspond to larger synchronization factors. Although both Figures 11 and 12 are all monotonically decreasing curves, there are still differences if compare both of them. If the value of $k$
is greater than 60, it has almost no impact on the synchronization factor, which can also be concluded in Figure 10. When the coupling strength $D$ is greater than 0.2, it can be seen that increasing the coupling strength does not affect the synchronization factor $R$, and the spiral wave pattern changes in the system are not significant, as shown in Figure 12.

![Figure 11](image1.png)

**Figure 11.** Synchronization factor $R$ varies with different control parameter $k$. Synchronization factor varies with control parameter shows monotonically decreasing curve.

The influence of external stimulus intensity on synchronization factors has characteristics similar to multiple resonances. It can be intuitively seen that as the intensity of external stimulation current increases, the synchronization factor $R$ gradually decreases first, and then $R$ drops to 0 at $I_{\text{ext}} = 1.3$. Subsequently, the synchronization factor $R$ value shows fluctuating changes, and three maximum values can be observed. These conclusions are basically consistent with Figure 7, $I_{\text{ext}} = 1.3$ is a critical point for the system to undergo phase transition, which determines whether the neuron is in quiescent or discharging state.

![Figure 12](image2.png)

**Figure 12.** Synchronization factor $R$ varies with coupling intensity $D$. Synchronization factor varies with coupling intensity shows monotonically decreasing curve.
4. Conclusions

Considering the limitations of typical three-variable HR neural model in describing the complex nonlinear characteristics and precise behavioral patterns, a new variable is introduced into the classic HR neural model to analyze the discharge characteristics and bifurcation behavior of the modified HR model. The influence of the control parameter of the new variable on the extended HR neuronal membrane potential is explored, and the evolutionary relationship between the new variable and other variables are investigated as well. It is found that the discharge characteristics of the system are more diverse due to the newly introduced variable, and the appearance of multimodality can be observed.

The spatiotemporal dynamics of two-dimensional lattice was also explored by using the induction of random boundary functions, and the formation and breakup mechanisms of spiral waves in the two-dimensional network were explored. At the same time, the synchronization characteristics of the network were also analyzed by calculating the synchronization factor. It is found that if the number of spikes in neuronal bursting is small, the wave arm of the spiral wave is thinner, resulting in a smaller size and larger number of spiral waves, and there is no single spiral wave in the lattice. If the number of peaks in neuronal bursting increases, the spiral wave arm becomes thicker, and the size of the spiral wave in the lattice becomes larger and the number correspondingly decreases. It is concluded that the synchronization factor $R$ show a monotonic decreasing trend with the increasing of the control parameter $k$ and coupling intensity $D$.

The above results are helpful in understanding how spiral waves spontaneously form in the cerebral cortex, especially in understanding the mechanism of epilepsy, as epilepsy is a functional brain disorder caused by the synchronization of a large number of neurons. These results can answer how synchronous oscillations are generated, and the formation mechanism of oscillatory death of a large number of neurons also provides useful information for the treatment of epilepsy.
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